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The Reason for the Gap
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A Detailed Look: send
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FlashNet: A Co-Designed
Network and Storage Stack

flash
controller

● flash virtualization
● I/O management 
● ...

64-bit LBA space
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FlashNet: A Co-Designed
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Performance Evaluation

How efficient is FlashNet's IO path? 
Does it help with applications?

...more in the paper 

9-machine cluster testbed

CPU          : dual socket E5-2690, 2.9 GHz, 16 cores
DRAM      : 256 GB, DDR3 1600 MHz
NIC           : 40Gbit/s Ethernet
3xNVMe 
Flash        : 6.6 GB/sec (read), 2.7 GB/sec (write)
                    peak 4kB read IOPS: 1.3 M
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Performance - IOPS Efficiency
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Application-level Performance: KV
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Conclusion

Identified performance issues with networked flash 

Apply RDMA principles and concepts by extending the path 
separation idea to a flash controller and a file system 

FlashNet is a concrete implementation of this idea 
 - demonstrated its capabilities in micro-benchmarks and 
   applications 

Excited to explore new use-cases for FlashNet
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Thank you
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Unified I/O Life Cycle
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CPU Cycles Breakdown

network storage device
drivers

scheduling kernel request 
processing

misc

Socket/file 19.3% 7.3% 6.7% 15.8% 40.1% 4.7% 6.1%

FlashNet 20.6% 0.8% 6.4% 8.4% 46.7% 11.7% 5.4%
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