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CLOUD COMPUTING IS
HAVING

 On-demand
access '
 Economies of ' ' " '

scale """

All compute/storage will
move to the cloud?




Today’s laaS clouds

* One company responsible
for implementing and
operating the cloud

* Typically highly secretive
about operational practices

* Exposes limited information
to enable optimizations




What’s the problem

 Lots of innovation above the l1aaS level... but
* consider EnterpriseDB, or Akamai
 Lots of different providers... but
* bandwidth between providers limited
* offerings incompatible; switching a problem
* price challenges to moving
* No visibility/auditing internal processes
* Price is terrible for computers run 24x7x365



More challenges

We are in the equivalent of the
pre-Internet world, where AOL

and CompuServe dominated on-
line access

* Hard for large provider to efficiently support niche
markets, radically different economic models...

* Niche providers probably can’t support rich
ecosystem



Is a different model possible!?
An “Open Cloud eXchange (OCX)”

(.”? a vcloud
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Why is this important

* Anyone can add a new service and compete in a level playing field

* History tells us the opening up to rich community/marketplace
competition results in innovation/efficiency:

* “The Cathedral and the Bazaar” by Eric Steven Raymond

* “The Master Switch: The Rise and Fall of Information Empires”
by Tim Wu

* This could fundamentally change systems research:
e access to real data
* access to real users

* access to scale



Without that...solving the spherical horse
problem...
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This isn’t crazy... really

* Current clouds are incredibly expensive...

* Much of industry locked out of current clouds

* |ots of great open source software

* |ots of great niche markets; markets important to us...
* |ots of users concerned by vendor lock in...

* this doesn’t need to be AWS scale to be worth it

* “Past a certain scale; little advantage to economy of
scale” — John Goodhue



The Massachusetts Open Cloud
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MGHPCC

15 MW, 90,000 square feet + can grow
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MOC Ecosystem

Users/applications
BigData, HPC, Life Sciences, ...

Data
BU, HU, NU, MIT, UMass, Education and Workforce
Foundations, Govt... Students, industry

Cloud Technology / \Partners

Operating Systems, Power, Brocade, CISCO, Intel, Lenovo, Red
Security, Marketplace... Hat, Two Sigma, USAF, Dell, Fujitsu,
Mellanox, Cambridge Computer...

Core Team & Students  University Research IT Partners
OCX model, HIL, Billing, BU, HU, NU, UMass, MIT,

Intermediaries... MGHPCC
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HOW DO WE START?




OPENSTACK

* OpenStack is a
natural starting point

 Mix & Match
federation




Mix and Match (Resource Federation)

 Solution
* Proxy between OpenStack services
____________ > Keystone

 Status of the project _
* Hosted upstream by the OpenStack infrastructure s A
* https://github.com/openstack/mixmatch ‘\ ‘
* Production deployment planned for Q1 2017 .

”
”

Boston University

-

* Team:
Keystone

* Core Team: Kristi Nikolla, Eric Juma, Jeremy Northesstorn University
Freudberg

e Contributors: Adam Young (Red Hat), George
Silvis, Wjdan Alharthi, Minying Lu, Kyle Liberti

/

* More information:

* https://info.massopencloud.org/blog/mixmatch-
federation/




It’s real...

Available now: Production OpenStack services...

* Small scale, but growing (couple of hundred servers, 550 TB
storage), 200+ users

 VMs, on-demand Big Data (Hadoop, SPARK...),

What’s coming:

— Simple GUI for end users

— OpenShift — Red Hat

— Federation across universities

— Rapid/secure Hardware as a Service
— 20+ PB Datalake

— Cloud Dataverse

Platform for enormous range of research projects across BU, NEU,
MIT & Harvard



Research challenges

* Marketplace mechanisms

* Hosting Datasets

* Multi-provider cloudlet

* Software defined storage

* HPC on the Cloud

* Secure Hardware Multiplexing
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Research challenges

* Marketplace mechanisms

* Hosting Datasets, Merce Crosas Harvard
* Multi-provider cloudlet

* Software defined storage

* HPC on the Cloud

* Secure Hardware Multiplexing



AWS Public Datasets

e,

.. g
aramazon English ~ My Account ~ Create an AWS Account
¥ webservices

-y AWS Public Datasets . sanupnow

Big Data on AWS

Open Data on AWS

AWS Programs for Research and AWS hosts a variety of public datasets that anyone can access for free.

Education
Previously, large datasets such as satellite imagery or genomic data have required hours
licly

“When data is made publicly available on
AWS, anyone can analyze any volume of ™**
data without needing to download or

store it themselves.”

Geospatial and Environmental Datasets

Learn more about working with geospatial data on AWS at Earth on AWS.

« Landsat on AWS: An ongoing collection of satellite imagery of all land on Earth produced by the Landsat 8
satellite.

« Sentinel-2 on AWS: An ongoing collection of satellite imagery of all land on Earth produced by the Sentinel-
2 satellite.



But, AWS public datasets miss key aspects
needed in data repositories

* |[ncentives to share data

* Citation to each version of the data
 Metadata for Discoverability

* Tiered access to non-public data

* Commitment to data archival & preservation



Today’s repositories incentivize data sharing by giving
credit to data authors through formal citation
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The Dataverse open-source platform
enables building any type of data repository

22 Installations

2,133 Dataverses
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Problems:
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Data depositor Data users

Horizon
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Data depositor Data users
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Data depositor Data users
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Research challenges

* Marketplace mechanisms

* Hosting Datasets

* Multi-provider cloudlet

e Software defined storage

* HPC on the Cloud

* Secure Hardware Multiplexing



Research challenges

 Marketplace mechanisms

* Hosting Datasets

* Multi-provider cloudlet

* Software defined storage, Peter Desnoyers NU
* HPC on the Cloud

* Secure Hardware Multiplexing



Research challenges

* Marketplace mechanisms

* Hosting Datasets

* Multi-provider cloudlet

e Software defined storage

* HPC on the Cloud: Chris Hill MIT

* Secure Hardware Multiplexing



Research challenges

* Marketplace mechanisms
* Hosting Datasets

* Multi-provider cloudlet

e Software defined storage
* HPC on the Cloud

* Secure Hardware Multiplexing: Peter Desnoyers NU,
Gene Cooperman NU, Nabil Schear MIT LL, Larry
Rudolph & Trammell Hudson Two Sigma, Jason
Hennessey BU, ...



Datacenter has isolated silos
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Hardware Isolation layer

Connect nodes and networks

36



Hardware Isolation Layer (HIL):
CONVERGING HPC, BIG DATA & CLOUD

SLURM, RBS

What about
security?




Secure Cloud Project
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» Shared project with Two
Sigma, MIT LL, USAF,
Lenovo, Intel




Bare Metal Imaging Service

iISCSI-based

User -
~-

7: return public IP

1: number of nodes, of headnode

user public key
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Rapid Bare-Metal Provisioning and Image Management,
Ravisantosh Gudimetla and Apoorve Mohan

Able to provision + boot in < 5 min

1400 —

1200 EE= I Bigdata Configuration
m L EZ====1 Bigdata Installation
8 1000~ E= OS Reboot
25 = Firmware Initialization
® 800 EE= 7222221 Post Setup Software Installation
g R EEEET] Package Installation
; 600— U zed] OS Boot(ine. Kernel+Initrd Download)
8 | [———1 DHCP request
% 400 Firmware Initialization
L - [ Haas Power Cycle

200 — : 1 Ceph Cloning
— Haas Initilization

Local Disk iISCSI

Turk, A., Gudimetla, R. S., Kaynar, E. U., Hennessey, J., Tikale, S., Desnoyers, P., & Krieger, O.
(2016). An Experiment on Bare-Metal BigData Provisioning. In 8th USENIX Workshop on Hot
Topics in Cloud Computing (HotCloud 16).
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Research challenges

* Can we expose rich information about services while not
violating customer privacy

e How can we correlate between the information between the
different layers?

* How can we identify source of failures?

* How can we create a Networking Marketplace?



Research challenges

* Can we expose rich information about services while not
violating customer privacy

e How can we correlate between the information between the
different layers?

* How can we identify source of failures?
* Networking Marketplace: Rodrigo Fonseca Brown



Common view:

Networking is like air conditioning, or power

Part of the infrastructure, provided by the
datacenter



Basic Architecture
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Multi-Provider Inter-Pod Network



Research enabled

* New hardware infrastructure; e.g. FPGAs, new
Processors

* Caching storage from Data Lakes

* Cloud security and composability of security properties;
e.g., MACS project

e Smart cities

* Analysis of cloud internal information (logs, metrics) for
security, for optimization...

* Highly elastic environments; e.g., 1000 servers for a
minute:
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Research enabled

* New hardware infrastructure; e.g. FPGAS, new
Processors

* Caching storage from Data Lakes: Desnoyers NU,
Krieger BU

* Cloud security and composability of security properties;
e.g., MACS project

* Smart cities

* Analysis of cloud internal information (logs, metrics) for
security, for optimization...

* Highly elastic environments; e.g., 1000 servers for a
minute:



Data Lake in a typical DC

DataCenter Network

- e - - e e .

.| Cluster Network | !

Compute Cluster - Data Lake -- - -- 2 ‘Compute Cluster

' | Cluster Network | |

North Eastern Storage Exchange (NESE):
20+PB Harvard, NEU, MIT, BU, UMass



Datacenter scale Data Delivery Network (D3N)

Simple deployment:

Cache Node per rack

L1 : Rack Local

— reduce inter rack traffic
L2 : Cluster Local

— reduce clusters and
back-end storage traffic

Implemented by modifying
CEPH Rados Gateway

Compute Cluster
Rack2 —

CACHE NODE 1 CACHE NODE 2 CACHE NODE N

——————————————————————————————
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« Exceeds maximum
bandwidth Hadoop

« Demonstrates makes
sense to share
expensive SSDs -
faster than local disk

 With extreme
benchmark can
ilalttcurate SSD & 40 Gb

 Will be of enormous
value with NESE data
lake



Research enabled

* New hardware infrastructure; e.g. FPGAS, new
Processors

* Caching storage from Data Lakes: Desnoyers NU,
Krieger BU

* Cloud security and composability of security properties;
e.g., MACS project

* Smart cities

* Analysis of cloud internal information (logs, metrics) for
security, for optimization...

* Highly elastic environments; e.g., 1000 servers for a
minute:



Modular Approach to Cloud Security

In security, the sum of the Our goal is to build security
parts is often a hole. systems so that the sum of
— Dave Safford, circa 2000 the parts is a holistic

security guarantee.
— Ran Canetti, 2016




Synergy between MACS and MOC

Types of connections

* People: researchers can contribute toward both projects
— Size of MACS: 13 faculty, 11 postdocs, 25+ graduate students Algorithms

e Tech transition: deploy MACS tech in MOC marketplace & techniques

* Problem creation: MOC’s problems feed MACS research gp;!‘t:?g'r‘::ss
* Funding: joint cloud research has multiplier effect :
Operating
system
Value that MOC provides to MACS Cloud laas
 Access: data, meta-data, scale, problems, and users management
* Unique trust relationships: federated datacenter Hardware




Interplay between MACS and
MOC

MACS - MOC MOC -> MACS
Private J
MOC Monitoring
Secure \J Monitoring
Hardware Infrastructur
o Federated
Monitoring
Secure
Datavers
e Legend:
= MACS
* Blue =MOC

* Green =Joint



Research enabled

* New hardware infrastructure; e.g. FPGAS, new
Processors

* Caching storage from Data Lakes: Desnoyers NU,
Krieger BU

* Cloud security and composability of security properties;
e.g., MACS project

e Smart cities: Azer Bestavros BU

* Analysis of cloud internal information (logs, metrics) for
security, for optimization...

* Highly elastic environments; e.g., 1000 servers for a
minute:
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Research enabled

* New hardware infrastructure; e.g. FPGAS, new
Processors

* Caching storage from Data Lakes: Desnoyers NU,
Krieger BU

* Cloud security and composability of security properties;
e.g., MACS project

* Smart cities

* Analysis of cloud internal information (logs, metrics) for
security, for optimization...: ...: Alina Oprea NU

* Highly elastic environments; e.g., 1000 servers for a
minute:



Analytlcs based defenses

Testing User analytics
Lk | —_— Real-time data 1
Application
Storage/DB access Historical PR N
.~ Networking = » | ML model ML model | €
Risk Data collection Analytics Jcn}t
assesment API T API analytics
—1 | |
Historical "ﬁF-:eature ‘ Aot ‘ —
e data extraction | | ~IOMAM | ———> ML model | — €
Hypervisor Training
Privacy [€— Physical
analysis | _, Networking Real-time data
- Cloud management
Cloud S ————— Testing Cloud analytics
Provider _
Data collection Analytics layer

Correlate data sources from multiple cloud layers

Build user, VM and application profiles

— Machine learning techniques to detect wide range of threats
Protection of cloud infrastructure
Enable cloud users to protect their resources
— Provide data collection and analytics APIs to users

Evaluation
Investigation

Adversarial
analysis




Behavior-based authentication

Historical Feature

' — ——— data & extraction‘ lAlgorithm' | User

Hypervisor Training Ll
Physical
Networking Real-time data
- Cloud management v

g RS S Testing P

Cloud data Suspicious
accounts

« Detect credential compromise
—Developers leak their AWS passwords in GitHub
 Build user profiles based on historical data
—Login information (IP address, time)
—VM usage (CPU, memory, disk)

« Anomaly detection
—Detect unusual activities



Network traffic analysis

.................

sFlow sFlow
collecto collecto
r r

bits/s

Use cases

Detect suspicious communication with external IP addresses

Detect data exfiltration attempts

Prevent cloud abuse
— Malware infection, application exploits, illegal use of cloud

; . C
5 TR Co > T ; L : -
ivd it
: . ‘00 0800 02:00 10000 12:00 14:00 16:00 18:00 20:00 22:00
[l out Traffic Current: 943.93 k Average: S26.88 k Maximum: 1.54 M
MOI"IgODB O In traffic Current: 553,29 k Average: 460.64 kK Maximum: 832,88 k
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Research enabled

* New hardware infrastructure; e.g. FPGAS, new
Processors

* Caching storage from Data Lakes: Desnoyers NU,
Krieger BU

* Cloud security and composability of security properties;
e.g., MACS project

* Smart cities

* Analysis of cloud internal information (logs, metrics) for
security, for optimization...: ...: Alina Oprea NU

* Highly elastic environments; e.g., 1000 servers for a
minute: Jonathan Appavoo BU



Example Supporting Interactive, Bursty HPC
Applications: OSDI 2016

Elastic

Software Request
esponse

Web Interface

Linux \&

Front-End y/
2

Library OS Back-Ends

EbbRT distributed library OS [Appavoo BUJ:

e Front-end Linux allocates bare-metal back-end nodes on
demand

e Back-end nodes library OS customized to single application
needs

Elastic
Infrastructure Dynamic Load
S <
{ Elastic Context J
e > <
alloc ‘W L‘ dealloc
nodes .,
(VMs/PMs)

&
. . Cloud Provider . .

. . Resources . . .

Infrastructure as Elastic Resource Pool

XSP compute service based on Kittyhawk
[Appavoo IBM]

e Fast provisioning based on broadcast
e Hardware level based on Haa$S

e |aaS level by pre-allocating VMs out of OpenStack

[Appavoo]
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Red Hat Collaboratory

* Monitoring and Analytics

* OpenShift on the MOC

* Datacenter scale Data Delivery Network (D3N)
* HIL & QUADS

* Accelerator Testbed

* Big Data Analytics and Cloud Dataverse

End-to-end POC: Radiology in the cloud targeting
OpenShift with accelerators



Concluding remarks

* MOC a functioning small scale cloud for region today:
—http://info.massopencloud.org

e Key driver is the OCX Model:
—Key enablers going on in OpenStack (been a challenge)
—could become important component of clouds
—Major research challenge & opportunities
—Enabling research to co-exists with production:

* real data, real users, real scale
* Get involved: use it, internships, expose research
 Start replicated the model elsewhere




