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Data Protection in Containerized Environment Challenges in Providing Data Protection Guarantee
e Rapid adoption of container native storage: According to IDC, 90% of e Recovery Point Objective (RPO) expresses data loss tolerance for backups.
applications on cloud platforms and over 95% of new microservices are The RPO is said to be T hours if the application can lose no more data than the
being deployed in containers. changes made in the last T hours.
e User may not know if the infrastructure can guarantee the specified RPO.
e Users of containerized environment expect self-service model for data e Administrators cannot manage data protection for thousands of volumes
protection, like other services, e.g., fault tolerance, load balancing. manually.
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Figure 3: Architecture of the backup orchestration system. (Y-Axis is log scale)



